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TUTORIAL OVERVIEW
© MOTIVATING R — A LANGUAGE FOR DATA MINING
@

MESRCRIE Wiy A TuTORIAL ON R?

WHY BiG DATA AND ENSEMBLES WITH R?

@ Most widely used Data Mining and Machine Learning Package
Machine Learning

Statistics

Software Engineering and Programming with Data

Not the nicest of languages for a computer scientist

o Free (Libre) Open Source Statistical Software
e ...all modern statistical approaches
o ...many/most machine learning algorithms
e ...opportunity to readily add new algorithms
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TUTORIAL OVERVIEW

@ MOTIVATING R — A LANGUAGE FOR DATA MINING
© DATA MINING IN R — HANDS-ON RATTLE GUI
© PROGRAMMING DATA IN R — SCRIPTING OUR ANALYSES

@ DISSEMINATE RESEARCH IN R — ENSEMBLES AND WSRF
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WHY Big¢ DATA AND ENSEMBLES WITH R7?

o Most widely used Data Mining and Machine Learning Package
o Machine Learning
o Statistics
o Software Engineering and Programming with Data
o Not the nicest of languages for a computer scientist
o Free (Libre) Open Source Statistical Software
o ...all modern statistical approaches
o ...many/most machine learning algorithms
O coo
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DESBCRIE Wiy A TUTORIAL ON R?

WHY BiG DATA AND ENSEMBLES WITH R?

o Most widely used Data Mining and Machine Learning Package

e Machine Learning

e Statistics

o Software Engineering and Programming with Data
o Not the nicest of languages for a computer scientist

o Free (Libre) Open Source Statistical Software

o ...all modern statistical approaches
e ...many/most machine learning algorithms
o ...opportunity to readily add new algorithms

o That is important for us in the research community
Get our algorithms out there and being used—impact!!!
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MUESNCRIE Wiy A TUTORIAL ON R? WHAT 15 R INSTALLING R

WHY BiG DATA AND ENSEMBLES WITH R? INSTALLING R

@ Most widely used Data Mining and Machine Learning Package
o Machine Learning

o Statistics @ Instructions on Togaware: http://rattle.togaware.com
o Software Engineering and Programming with Data o Visit CRAN: http://mirrors.ustc.edu.cn/CRAN/
o Not the nicest of languages for a computer scientist

. o o Linux: Install package for your distribution
o Free (Libre) Open Source Statistical Software $ wajig install r-recommended (Debian/Ubuntu)

...all modern statistical approaches . .
° . ppre . o Windows: Download and install from CRAN
o ...many/most machine learning algorithms

o ...opportunity to readily add new algorithms o MacOSX: Download and install from CRAN

o That is important for us in the research community
Get our algorithms out there and being used—impact!!!

© ©
WHAT 15 R POPULARITY OF R? WHAT 1S R? POPULARITY OF R?
How POPULAR 1s R? DiScUssION LiST TRAFFIC How PorULAR 1S R? DiscussioN ToprICS
Monthly email traffic on software’'s main discussion list. Number of discussions on popular QandA forums 2013.

40,000 -
630,000~ i
= 20,000 - 3 " stsck_memuw

E 4”\\|— Slala ; Talk_Stats
i M
510,000~ oo
E SPSS

o N | | | |
195 2000 2008 2010 2015 . o
Year
|
http://rdstats.con/articles/popularity/ e
WHAT 1s R? POPULARITY OF R? WHAT 1S R POPULARITY OF R?
How PoPULAR 1S R? R VERSUS SAS How PoOPULAR 1S R? PROFESSIONAL FORUMS
Number of R/SAS related posts to Stack Overflow by week. Registered for the main discussion group for each software.
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RSl PoruLARITY OF R?

How PoPULAR IS R? USED IN ANALYTICS
COMPETITIONS

Software used in data analysis competitions in 2011.
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WHAT 18 R?

Video from Revolution Analytics - 90 seconds

http://www.revolutionanalytics.com/what-is-open-source-r/
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OVERVIEW

@ AN INTRODUCTION TO DATA MINING
© THE RATTLE PACKAGE FOR DATA MINING

@ Moving INTO R
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CESEl PoruLArITY OF R?

How PoPULAR 1S R? USER SURVEY

Rexer Analytics Survey 2010 results for data mining/analytic tools.

20107

tools did you use

janaistic

\What Data mining’

http://rdstats. con/articles/popularity/

DATA MINING IN R — HANDS-ON RATTLE GUI

TUTORIAL OVERVIEW

© DATA MINING IN R — HANDS-ON RATTLE GUI
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OVERVIEW

© AN INTRODUCTION TO DATA MINING
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I R TS RNl BiG DATA AND BIG BUSINESS

DATA MINING AND BIiG DATA

o Application of

o Machine Learning

o Statistics

o Software Engineering and Programming with Data
o Intuition

o To Big Data — Volume, Velocity, Variety, Value, Veracity

@ ...to discover new knowledge
@ ...to improve business outcomes

@ ...to deliver better tailored services

AN INTRODUCTION TO DATA MininG [EENRSIIENTINe]

BaAsic TooLs: DATA MINING ALGORITHMS

o Linear Discriminant Analysis (Ida)

o Logistic Regression (glm)

o Decision Trees (rpart, wsrpart)

o Random Forests (randomForest, wsrf)
Boosted Stumps (ada)

Neural Networks (nnet)

[

Support Vector Machines (kernlab)

That's a lot of tools to learn in R!
Many with different interfaces and options.

THE RATTLE PACKAGE FOR DATA MINING

A GUI rOR DATA MINING

Wuy A GUI?

o Statistics can be complex and traps await
@ So many tools in R to deliver insights

o Effective analyses should be scripted

o Scripting also required for repeatability

e R is a language for programming with data

How to remember how to do all of this in R?
How to skill up 150 data analysts with Data Mining?

@eLe)

©22
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BIG DATA AND BIG BUSINESS

THE BUSINESS OF DATA MINING

Australian Taxation Office
o Lodgment ($110M)
o Tax Havens ($150M)
o Tax Fraud ($250M)

o Department of Immigration

IBM Buys SPSS for $1.2B in 2009

@ SAS has annual revenue approaching $3B

Analytics is >$100B business and >$320B by 2020 (McKinsey)
e Amazon, eBay/PayPal, Google ...

©
I'HE RATTLE PACKAGE FOR DATA MINING
OVERVIEW
© THE RATTLE PACKAGE FOR DATA MINING
©
T'HE RATTLE PACKAGE FOR DATA MINING A GUI For DaTA MINING
USERS OF RATTLE
Today, Rattle is used world wide in many industries
@ Health analytics
o Customer segmentation and marketing
o Fraud detection
o Government
It is used by
e Consultants and Analytics Teams across business
o Universities to teach Data Mining
It is and will remain freely available.
CRAN and http://rattle.togaware.com
@



SETTING THINGS Up

INSTALLATION

Rattle is built using R
Need to download and install R from cran.r-project.org

Recommend also install RStudio from www.rstudio.org

Then start up RStudio and install Rattle:
install.packages('rattle")
Then we can start up Rattle:

rattle()

Required packages are loaded as needed.

©¥oIe)

Tour

A ToUR THRU RATTLE: LOADING DATA

R Data Miner - [Rattle (weather.csv)]

¢ a 8 = « © @

Execute  New Open  Save  Report Export  Stop  Quit

Data | Explore | Test | Transform | Cluster | Associate Model | Evaluate | Log

Source: @ Spreadsheet () ARFF () ODBC () RDataset () RDataFile O Library O Corpus O Script
Filename: | (None) | separator: |, | Decimal: |. | & Header

& Partition |70/15/15 | |Seed:| |42 I View Edit

Target Data Type

UEzrs LEe0 WEEHE R Auto ) Categoric () Numeric () Survival

No. Variable DataType Input  Target Risk  Ident Ignore Weight Comment
11 windDir3pm  Categoric @ Unique: 16 Missing: 1

12 windspeedsam Numeric @ Unique: 22 Missing: 7

13 windspeed3pm Numeric @ Unique: 26

14 Humiditysam  Numeric @ Unique: 60

15 Humidity3pm  Numeric @ Unique: 74

16 Pressure9am Numeric @ Unique: 190

17 Pressure3pm  Numeric @ Unique: 193

18 Cloud9am Numeric @ Unique: 9

19 cloud3pm Numeric @ Unique: 9

20 Tempsam Numeric | ® Unique: 178

21 Templpm  Numeric ® Unique: 200

22 RainToday  Categoric © Unique:2

23 RISK.MM Numeric ® Unique: 47

24 RainTomorrow  Categoric ® Unique: 2

Roles noted. 366 observations and 20 input variables. The target is Categoric 2. C| enabled.

Tour

Rattle: Plot 2

Correlation weather.csv using Pearson

5. 51
B2.57 %
fEEYEE
S230sE%

Pressure3pm QOOO0Y
Pressure9am QOO0
Humiditygam QOVOVOY
Windspeed3pm eeewerd
Humidity3pm Q/ROOOOODVQY
Sunshine O VOVOVNOOOOO
Cloud3pm S7A VAoo 050 e/0 0]
Windspeedgam 70,0 0V(0)70 08000
Rainfall [0]0,8/0/0)4(0/0/00/000]
WindGustSpeed 9O00P0/OO00OO
Cloudsam 0ORVGO00/OCOO0O
00000000/ #8986
OROC00Q0L /L&
OROOOO00L/ /L
QOCOOOOO0LLL / /.
MinTemp QOOOO0000Yee s/

Rattle 2013-May-13 17:24:27 gjw
Save| Print Close

Tour

A TOUR THRU RATTLE: STARTUP

R Data Miner - [Rattle]

d - a8 - & @
Execute| New Open Save  Report Export  Stop  Quit

Data | Explore | Test | Transform | Cluster | Associate = Model | Evaluate | Log

Source: @ Spreadsheet () ARFF () ODBC () RDataset () RDataFile () Library () Corpus () Script

Filename: | (None) i Separator: |, | Decimal: |. | @& Header
Partition Edit
X Target Data Type
RS €00 WU e @ Auto O Categoric () Numeric () Survival

Welcome to Rattle (rattle.togaware.com)

Rattle is a free graphical user interface for Data Mining, developed using R. R is a free software environment for
statistical computing and graphics. Together they provide a sophisticated environments for data mining,
statistical analyses, and data visualisation.

See the Help menu for extensive support in using Rattle. The Togaware Desktop Data Mining Survival Guide includes
Rattle documentation and is available from datamining.togaware.com

Rattle is licensed under the GNU General Public License, Version 2. Rattle comes with ABSOLUTELY NO WARRANTY. See
Help -> About for details.

Rattle Version 2.6.27 r108. Copyright 2006-2013 Togaware Pty Ltd
Rattle is a registered trademark of Togaware Pty Lt

To Begin: Choose the data source, specify the details, then click the Execute button.

THE RATT FOR D. ToUuR
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A ToUR THRU RATTLE: EXPLORE DISTRIBUTION

Rattle: Plot 2

Pearson's product-moment correlation
WindSpeed9am Pressure9am

MaxTemp Rainfall Temp9am Temp3pm
H
e .87 .99 @
3
z
H

.85

wegdwal  WeEaINSSald UeEPIRASPUIA

wdgdwar.

Save| Print Close

AGE FOR D). Tour

Rattle: Plot 2

:
[e)
©

Cluster Dendrogram weather.csv
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Rattle 2013-May-14 14:42:30 gjw.
save| print Close




THE RATTLE Tour T Tour

A TouR THRU RATTLE: DECISION TREE A TouR THRU RATTLE: DECISION TREE PLOT

© RData Miner - [Rattle (weather.csv)] Rattle: Plot 2

¢ & =
Execute  New  Open Save  Report Export  Stop  Quit Decision Tree weather.csv $ RainTomorrow

Data | Explore | Test | Transform | Cluster | Associate | Model | Evaluate | Log

[1]
Type: @ Tree () Forest () Boost () SVM () Linear () NeuralNet All No
.84 .16
100%

Pressure3pm >= 1012

Target: RainTomorrow ~ Algorithm: @ Traditional O Conditional ModelBuilder: rpart

Min split: 20 | MaxDepth: 30 -/ Priors: Include Mi

Min Bucket: 7 < Complexity: 0.0100 < Loss Matrix: Rules | |Draw
Sunmary of the Decision Tree model for Classification (built using 'rpart'):

[ER!
No
.52 .48
20%

n= 256

node), split, n, loss, yval, (yprob)
* denotes terninal node

1) root 256 41 No (0.83984375 0.16015625) Cloud3pm < 7.5 Sunshine >= 8.9
2) Pressure3pm>=1011.9 204 16 No (0.92156863 0.07843137)
4) Cloud3pm< 7.5 195 10 No (0.94871795 0.05128205) *
5) Cloud3pm>=7.5 9 3 Yes (9.33333333 0.66666667) *
3) Pressure3pm< 1011.9 52 25 No (0.51923077 0.48076923)
6) Sunshine>=8.85 25 5 No (0.80000060 ©.20000000) *
7) Sunshine< 8.85 27 7 Yes (0.25925926 0.74074074) *

Classification tree:

rpart(formula = RainTomorrow ~ ., data = crssdataset[crsstrain,
c(crssinput, crsstarget)], method = “class”, parms = list(split = "information"),
control = rpart.control (usesurrogate = 0, maxsurrogate = 0))

Variables actually used in tree construction:
[1] Cloud3pm  Pressure3pm Sunshine

Root node error: 41/256 = 0.16016 Rattle 2013-May-13 17:30:39 gjw

The Decision Tree model has been built. Time taken: 0.09 secs. @ ® @ Save| Print Close @ DO

THE

RATTLE PAC

FOR D Tour THE RATTLE PACK
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A ToUuR THRU RATTLE: RANDOM FOREST A ToUuR THRU RATTLE: RISK CHART

R Data Miner - [Rattle (weather.csv)]

i @ 8 = e @ Risk Chart Random Forest weather.csv [test] RainTomorrow

Execute| New  Open Save  Report Export  Stop  Quit

Risk Scares
Data Explore Test Transform Cluster | Associate Model  Evaluate Log 0 ol &=

Type: () Tree @ Forest Boost SVM Linear Neural Net All
Target: RainTomorrow ~ Algorithm: @ Traditional O Conditional Model Builder: randomForest

Number of Trees: 500 3| samplesize: Importance| |Rules| [1 %

Number of Variables: |4 1 & impute Errors, 00B ROC

Sunmary of the Random Forest Hodel

Number of observations used to build the model: 256
Missing value imputation is active.

call:

randonForest (formula = RainTomorrow ~ .,

crssdataset [crs$sample, c(crssinput, crsstarget)],

ntree = 500, mtry = 4, importance = TRUE, replace = FALSE, na.action = na.roughfix)

Performance (%)

Type of random forest: classification
Number of trees: 500
No. of variables tried at each split: 4

008 estimate of error rate: 13.28% L RainTomorrow (92%)
Confusion matrix:

Yes class.error
No 207 8 0.0372093
Yes 26 15 0.6341463

Rain in MM (979%)
nnnnn Precision

Analysis of the Area Under the Curve (AUC) ' ) Caseload (%)

The Random Forest model has been bult. Time taken: 0.87 secs © 00 © 00

OVERVIEW DATA MINERS ARE PROGRAMMERS OF DATA

o Data miners are programmers of data
o A GUI can only do so much

e R is a powerful statistical language

o Professional data mining

e Scripting
© Movineg INTO R o Transparency

o Repeatability




FroM GUI To CLI — RATTLE’S LOoG TAB

R Data Miner - [Rattle (weather.csv)]

¢ m 8 = <4 © @
New  Open  Save  Report Export  Stop  Quit
Data | Explore | Test | Transform | Cluster | Associate | Model | Evaluate | Log
& [Export Comments| Rename Internal Variables: From crs$ to
# Rattle is Copyright (c) 2006-2013 Togaware Pty Ltd.

# Rattle timestamp: 2013-05-13 16:49:53 x86_64-pc-linux-gnu
# Rattle version 2.6.27 user 'gju’

# Export this log textview to a file using the Export button or the Tools

# menu to save a log of all activity. This facilitates repeatability. Exporting

# to file ‘myrfol.R', for exanple, allows us to the type in the R Console

# the conmand source('myrfol.R') to repeat the process automatically.

# Generally, we may want to edit the file to suit our needs. We can also directly
# edit this current log textview to record additional information before exporting.

# Saving and loading projects also retains this log.

Uibrary (rattle)

# This log generally records the process of building a model. However, with very

# little effort the log can be used to score a new dataset. The logical variable

# 'building’ is used to toggle between generating transformations, as when building
# a model, and sinply using the transformations, as when scoring a dataset.

building <- TRUE
scoring <- ! building

# The colorspace package is used to generate the colours used in plots, if available.

Uibrary(colorspace)

PROGRAMMING WITH DATA

STEP 1: LOAD THE DATASET

dsname <- > Y
ds <- get(dsname)
dim(ds)

## [1] 366 24

names (ds)
## [1] "Date" "Location" "MinTemp" Tys0
## [5] "Rainfall" "Evaporation" "Sunshine" Uooo

## [9] "WindGustSpeed" "WindDir9am"

STEP 2: OBSERVE THE DATA — STRUCTURE

str(ds)

## 'data.frame': 366 obs. of 24 variables:
## Date 8

@

## §$ Location : Factor w/ 46 levels "Adelaide","Alba...
## $ MinTemp :num 8 14 13.7 13.3 7.6 6.2 6.1 8.3 ...
## $ MaxTemp : num 24.3 26.9 23.4 15.5 16.1 16.9 1...
## $ Rainfall :num O 3.6 3.6 39.8 2.8 0 0.2 0 0 16...
## ¢ Evaporation : num 3.4 4.4 5.8 7.2 5.6 5.8 4.2 5.6...
## §$ Sunshine :num 6.3 9.7 3.3 9.1 10.6 8.2 8.4 4....
## ¢ WindGustDir : Ord.factor w/ 16 levels "N"<"NNE"<"N...
## $ WindGustSpeed: num 30 39 85 54 50 44 43 41 48 31 o

## $ WindDir9am : Ord.factor w/ 16 levels "N"<"NNE"<"N...
## $ WindDir3pm : Ord.factor w/ 16 levels "N"<"NNE"<"N...

"WindDir3pm" Dooo
## [13] "WindSpeed3pm" "Humidity9am" "Humidity3pm" Bso0

: Date, format: "2007-11-01" "2007-11-...

@eLe)
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S VTSN TIRE ©:0GRANAING WITH DATA
FroM GUI To CLI — RATTLE’S LoG TAB

R Data Miner - [Rattle (weather.csv)]

¢ i & = <4 0 @
New Open Save  Report Export  Stop  Quit

Data | Explore | Test | Transform | Cluster | Associate | Model | Evaluate | Log

& Export Comments [] Rename Internal Variables: From crs$ to

# Rattle timestamp: 2013-05-13 17:35:67 x86_64-pc-linux-gnu
# Randon Forest
# The ‘randomForest’ package provides the ‘randomForest' function.
require(randomForest, quietly=TRUE)
# Build the Randon Forest model.
set.seed(crvsseed)
crs$rf <- randonForest(RainTomorrow ~ .,
data=crssdataset[crs$sample, c(crssinput, crsstarget)],
ntree=560,
mtry=4,
inportance=TRUE,
na.action=na. roughfix,
replace=FALSE)
# Generate textual output of 'Random Forest' model.
crssrf
# The "pROC' package implements various AUC functions.

require(pROC, quietly=TRUE)

# Calculate the Area Under the Curve (AUC).|

STEP 2: OBSERVE THE DATA — OBSERVATIONS

head (ds)

## Date Location MinTemp MaxTemp Rainfall Evapora...
## 1 2007-11-01 Canberra 8.0 24.3 0.0

## 2 2007-11-02 Canberra 14.0 26.9 3.6

## 3 2007-11-03 Canberra 13.7 23.4 3.6

tail(ds)

## Date Location MinTemp MaxTemp Rainfall Evapo...
## 361 2008-10-26 Canberra 759 26.1 0

## 362 2008-10-27 Canberra 9.0 30.7 0

## 363 2008-10-28 Canberra 7.1 28.4 0

STEP 2: OBSERVE THE DATA — SUMMARY

summary (ds)
## Date Location MinTemp
## Min. :2007-11-01 Canberra :366 Min. 8=

## 1st Qu.:2008-01-31 Adelaide 0 1st Qu.: 2.
## Median :2008-05-01  Albany 0 Median : 7.
:2008-05-01  Albury : 0 Mean 8 7o
0
0

O O WwW

## Mean

## 3rd Qu.:2008-07-31  AliceSprings 3rd Qu.:12.

## Max. :2008-10-31  BadgerysCreek: Max. :20.

## (Other) : 0 .
## Rainfall Evaporation Sunshine Wind. ..
## Min. : 0.00 Min. : 0.20 Min. : 0.00 NW

## 1st Qu.: 0.00 1st Qu.: 2.20 1st Qu.: 5.95 NNW
## Median : 0.00 Median : 4.20 Median : 8.60 E

22
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PROGRAMMING WITH DATA

STEP 2: OBSERVE THE DATA — VARIABLES STEP 3: CLEAN THE DATA — REMOVE MISSING
id <= c( 5 )
target <-
risk <- dim(ds)

(ignore <- union(id, risk))

## [1] 366 24
## [1] "Date" "Location" "RISK_MM"

sum(is.na(ds[vars]))
(vars  <- setdiff(names(ds), ignore))

## [1] 47
## [1] "MinTemp" "MaxTemp" "Rainfall" "o
## [5] "Sunshine" "WindGustDir" "WindGustSpeed" "... ds <- ds[-attr(na.omit (ds[vars]) ),1
## [9] "WindDir3pm" "WindSpeed9am" "WindSpeed3pm" "... ’ ’
## [13] "Humidity3pm" "Pressure9am" "Pressure3pm" Tooo
© ©)
PROGRAMNING WiTit DATA S I ICERRITOTH 0 AVMING Wi DATA
STEP 3: CLEAN THE DATA — REMOVE MISSING STEP 3: CLEAN THE DATA—TARGET AS CATEGORIC

summary (ds [target])

dim(ds) ##  RainTomorrow
## Min. :0.000

## [1] 328 24 ## lst.Qu.:0.000
## Median :0.000

q ## Mean R0, 3l
sum(is.na(ds[vars])) # 3z Qu.:0.000
## Max. :1.000

# [1] 0

ds[target] <- as.factor(ds[[target]])
levels(ds[target]) <- c( 5 )

©22 22

PROGRAMMING WITH DATA

STEP 3: CLEAN THE DATA—TARGET AS CATEGORIC STEP 4: PREPARE FOR MODELLING

summary (ds [target]) (form <- formula(paste(target, )))

## RainTomorrow
## 0:268
## 1: 60

## RainTomorrow ~
(nobs <- nrow(ds))
## [1] 328

train <- sample(nobs, 0.70*nobs)
length(train)

200 -

count

## [1] 229

test <- setdiff(l:nobs, train)

. length(test)

| | ## [1] 99
0 : ©Xoke ©a308,

RainTomorrow



STEP 5: BUILD THE MODEL—RANDOM FOREST

library(randomForest)
model <- randomForest(form, ds[train, vars], na.action=na.omit)

model

##

## Call:

## randomForest(formula=form, data=ds[train, vars],
## Type of random forest: classification
#it Number of trees: 500

## No. of variables tried at each split: 4

@eLe)

MING DATA IN R — SCRIPTING OUR ANALYSES

TUTORIAL OVERVIEW

© PROGRAMMING DATA IN R — SCRIPTING OUR ANALYSES

©22

R ToOL SUITE

OVERVIEW

O R TooL SUITE
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PROGRAMMING WITH DATA

STEP 6: EVALUATE THE MODEL—RISK CHART

pr <- predict(model, ds[test,], type= )[,2]
riskchart(pr, ds[test, target], ds[test, risk],
title=

risk=risk, recall=target, thresholds=c(0.35, 0.15))

Random Forest - Risk Chart
RISEPEI®S oms 510302 o1 Litt

100 -

&
8 6
8 w0 -
<
E
L 40 2
K
RainTomorrow (98%)......
i e 19%
RISK_MM (97%) e 1
Precision
0
0 "‘v 0 u"‘, v‘\ H‘H‘,
Caseload (%) © 00O

1
OVERVIEW

O R TooL SUITE

© RSTUDIO

© INTRODUCTION TO R

O KNITTING

22

it POWER 0F FREE/LIBRE AND OPEN SOURCE SOFTWARE

Ubuntu GNU/Linux operating system
o Feature rich toolkit, up-to-date, easy to install, FLOSS

o RStudio
o Easy to use integrated development environment, FLOSS

o R Statistical Software Language
o Extensive, powerful, thousands of contributors, FLOSS

e KnitR
o Produce beautiful documents, easily reproducible, FLOSS

02



UsiNG UBUNTU OVERVIEW

o Desktop Ubuntu

o Connecting to Analytics Servers © RSTUDIO
e Using XWin
e Using VNC

o Start up RStudio from the Dash

RSTUDIO—THE DEFAULT THREE PANELS RSTUDIO—WITH R SCRIPT FILE—EDITOR PANEL

o ~/projects/onepager - RStudio

o ~/projects/onepager - Rstudio

Code View Plots Session Project Build Tools Help

File Edit Code View Plots Session Project Build Tools Help
[ & onepager + o - a3 & onepager -
ConacR BTSSR o 5| Workspace | History  Buid = ] untitied1 1 Workspace  History B =0
. 2 [ import Dataset ? ) Osoweonsave  Q /- SR 5% | Soure - 2 [ 2 mport Dataset~ |
R version 3.0.1 (2013-05-16) -- "Good Sport” 8 A £
Copyright (C) 2013 The R Foundation for Statistical Computing
Platforn: x86_64-pc-Linux-onu (64-bit)
R is free software and cones with ABSOLUTELY No WARRANTY.
You are welcone to redistribute it under certain conditions.
Type 'License()' or 'licence()' for distribution details.
Natural language support but running in an English locale
R s 3 collaborative project with many contributors.
Type "contributors()' for more infornation and
“citation()' on how to cite R or R packages in publications. 18 (fop Leve) Rsaipt
Type 'deno()' for some demos, 'help()' for on-line help, or ol - | L= | D =0 Console (| Fles Plots Pacages Help =0
"help.start()" for an HTHL browser interface to help. @ New Folder | @ Delete | Renome ¥ More~ ] @ New Folder | O Delete | Rename ¥ More~
Type 'a()’ to quit R. fome _ projects  onepager R version 3.0.1 (2013-05-16) -- "Good Sport: e
(B T 5 e & Copyright (C) 2013 The R Foundation for Statistical Conputing R =
> = Nome size Modified Platforn: x86_64-pc-Linux-gnu (64-bit) = = o j
b R is free software and cones with ABSOLUTELY NO WARRANTY.
©1 Rhistor 77K Sep29,2013,4:14PM A h 0 WARRANTY © 77K8  5ep29,2013,4:14PM
0« "~ ° You are welcone to redistribute it under certain conditions. 0. " °
O ) animations Rnw 95KB  Aug2,2013,6:17 AM Type 'license()' or 'licence()' for distribution details. O € AnimationsRnw 95KB  Aug2,2013,6:17AM
O € archive o archive
Natural Language support but running in an English locale
O € ARlestRow 182K8  Aug2,2013,6:17AM O € ARulestrow 182K Aug2,2013,6:17AM
O & ato R is a collaborative project with many contributors. O & ao
O e Type 'contributors()" for nore infornation and O e s
€] BasicRRow 16KB  Aug2,2013,6:17AM Teitation()’ on how to cite R or R packages tn publications. 21 BasicRAW 16KB  Aug2,2013,6:17AM
O LI sigbatabib 51KB Aug 12,2013, 6:34 AM [m} BigData.bib s.1K8 Aug 12,2013, 6:34 AM
Dats0a0x . Type "deno()’ for sone denos, 'help()’ for on-line help, or aData0.30x o
O 1 signawos 36K8  Aug12,2013,639AM D seare) for WL Br et aterface 1o el O L) sivataos 36K8  Aug12,2013,639 AM
O« Bigbatsobbl 15KB  Aug12,2013,629AM ype 'a()’ to quit R. O = sigbataoibbl 15K Aug12,2013,629AM
O I sigbatzoblg 12KB  Aug12,2013,629AM O L3 sigbataobly 12K8 Aug12,2013,629AM
O L) sigoatadlog 392KB  Aug12,2013,6:39 AM O L) signataolog 392KB  Aug12,2013,6:39 AM
O L sigbatad.out 888 bytes  Aug 12,2013, 6:39 AM o BigData0.out 888bytes  Aug 12,2013, 6:39 AM
O 7 sigdata0pdf 1965K8  Aug 12,2013, 63m 1) O 7 sigdats0pdf 1965K8  Aug 12,2013, 635 [}

OVERVIEW SCATTERPLOT—R CODE

Our first little bit of R code:

o Load a couple of packages into the R library

library(rattle) # Provides the weather dataset
library(ggplot2) # Provides the gplot() function

@ Then produce a quick plot usin lot
© INTRODUCTION TO R P q P g gplot ()

ds <- weather
gplot (MinTemp, MaxTemp, data=ds)




SCATTERPLOT—R CODE

Our first little bit of R code:
o Load a couple of packages into the R library

library(rattle) # Provides the weather dataset
library(ggplot2) # Provides the gplot() function

o Then produce a quick plot using gplot ()

ds <- weather
gplot (MinTemp, MaxTemp, data=ds)

o Your turn: give it a go.

SCATTERPLOT—RSTUDIO

o ~/projectsjonepager - RStudio
File Edit Code
el-la- 3 a . onepager -
0] untiiedr* | Workspace Mistory Buld =0

([ source onSave
1 Ubrary(rattle)
2 lbrary(ggplot2)
3
4

w_Plots Session Project Build Tools Help

&9 [ Source ~ [ [ Aimport Dataset~ S

Folot(HinTenp, Haxtens, data-weather)

Ll

41 (Top Leve) Rseipt
| Fles Plots Packages Help =0

Console ~/orcjects/onepaser
Copyright (C) 2013 The R Foundation for Statistical Conputing 2 zoom | Eepor- | @] | o cerral

Platforn: x86_64-pc-Linux-gnu (64-bit)

LJ

R is free software and cones with ABSOLUTELY NO WARRANTY.
You are welcone to redistribute it under certain conditions.
Type "license()' or 'licence()' for distribution details.

Natural language support but running in an English locale
R is 3 collaborative project with many contributors.

Type "contributors()' for more information and
“citation()’ on how to cite R or R packages in publications.

MaxTemp

Type 'demo()’ for some demos, ‘help()' for on-line help, or
“help.start()" for an HTHL browser interface to help.
Type ‘()" to quit R.

> Uibrary(rattle) # Provides the weather dataset .
Rattle: A free graphical interface for dsta mining with R

Version 2.6.27 r142 Copyright (c) 2006-2013 Togaware Pty Ltd.
Type ‘rattle()' to shake, rattle, and roll your data

> Library(ggplot2) # Provides the aplot() function

> gplot(MinTemp, MaxTemp, data=weather)

- ESS

L

RSTUDIO—INSTALLING GGPLOT2

o ~/projectsfonepager - Rstudio

File Edit code View Plots Session Project Build Tools Help
o @88 & onepager -
] untitiedre | Workspce | History  Build =0
B Osoweonsve  Q /- CaRm | 55 sowee - L1 | <2 (] [ importDataset- 3]
1 lbrary(rattle)
2 Uibrary(ggplot2
3
4 aplot(MinTenp, MaxTenp, data-weather)
41| (Top Leve) ¢ Rsipt =
[ R — | Fies Plots Pockages Help =0
> install.packages("ggplot2’) @ NewFolder | O Delete | Rename | ¥ More ]
Installing package into */usr/local/Lib/R/site-Library” 1% Home  priects . ampoger
“1ib” 15 unspeciFied) :
trying URL "http://cran.at.r-project..org/src/contrib/ggplot2_0.9.3.1.tar gz Sveme 3 Modified
Content type 'application/x-gzip' length 2330942 bytes (2.2 Mb) t.
opened RL o Rhistory 81KB  S5ep29,2013,5:45PM
downloaded 2.2 Hb O € Animations Row 9SKB  Aug2,2013,6:17AM
W « o2 O 3 archive
+ installing *source* package ‘ggplot2”
#+ package ‘ggplot2” successfully unpacked and HDS suns checked O &€ Ardlestrow 182K Aug2,2013,6:17 AM
R O o awe
 data
g datasets to Tozylond 08 O € sasicrrnw 16K Augz,2013,6:7AM
** ins O 5 sigDatabib 51KB  Aug12,2013,6:34 AM
+s Irtoaring package for Lazy Losding u) BigData0.aux 36KB  Aug12,2013,639 AM
#++ installing help indices O sigbataobbl 15KB AUg12,2013,629 AM
o, butlding package Indices O L sigbataosblg 12KB  Aug12,2013,629 AM
#* testing if installed package can be Loaded
* DONE (ggplot2) o BigData0 log 392KB  Aug12,2013,6:39 AM
O 3 sigpatao.out 888 bytes  Aug 12,2013, 6:39 AM
The downloaded source packages are in O B s B
* Itno/Renoklonur /downLoaded_packages” D > J [o)©)
> O € sigvataormw 101K Avg 120137520 1] =

SCATTERPLOT—PLOT

4MaxTemp

20 - .

10 -

1
MinTemp

0% |® 5
.
| SR .
. o
N ¢’ I ° o
8= 4 5
d o o ot

0 0

MISSING PACKAGES—TOOLS—INSTALL PACKAGES. ..

o ~/projects/onepager - Rstudio

ile Edit Code View Plots session Project Build Tools

- =88
] uneited
@ Osouceonsave  Q /- 8
1 Ubrary(rattle) # Provides
2 library(ggplot2. Provides
5
4 Gplot(HinTenp, HaxTenp, data-weather)
stal Packages
nstall from:
41 10 (Top Leve) Repository (CRAN)

Source -

Workspace  History  Build =

& onepager -

(| 2 mport Dataset- | S

2 Configuring Repositories

Console
Copyright (C) 2013 The R Foundation for Sta
Platforn: x86_64-pc-Linux-gnu (64-bit) plot2

R is free software and comes with ABsoLUTEL nstallto Library:

You are welcone to redistribute it under ce fust/local/lib/R/site-library [Default]

Packages (separate multiple with space or comma):
99

b Heo =0
Delete [ Rename | G More-

ks onepager

size. Modified ﬂ
s1ke

Type 'license()' or 'licence()' for distrib

Natural language support but running in 3

R is a collaborative project with nany cont
Type 'contributors()' for more information
“citation()' on how to cite R or R packages

nstall dependencies

Sep 29,2013, 5:45 PM
SRow 95KB  Aug?,2013,6:17AM

Install Cancel | pw 182K8  Aug2,2013,6:17AM

ype 'deno()’ for sone denos, 'help()' for on-line help, or
"help.start()' for an HTHL browser interface to help.
Type 'a()' to quit R.

> library(rattle) # Provides the weather dataset
Rattle: A free graphical interface for data mining with R

Version 2.6.27 r142 Copyright (c) 2006-2013 Togaware Pty Ltd.

Type 'rattle()' to shake, rattle, and roll your data
> Uibrary(ggplot2) # Provides the aplot() function

Error in library(ggplot2) : there is no package called ‘ggplot2’

O € sasicRRaw 16K8  Aug2,2013,617AM
O 3 sigoatasiv S1KB  Aug 12,2013, 634 AM
O 3 sigbataoaux 36KB  Aug 12,2013,6:39 AM
O = sigbataosbl 15K8 Aug 12,203,629 AM
o BigData0.blg 12K Aug12,2013,629 AM
O ) sigdataolog 392K8  Aug 12,2013, 6:39 AM
O ) sigbataoout s83bytes Aug 12,2013, 6:39 AM

I T 15 10 SHonrcuTs
RSTUDIO—KEYBOARD SHORTCUTS

These will become very useful!

e Editor:

o Ctrl-Enter will send the line of code to the R console
o Ctrl-2 will move the cursor to the Console

o Console:

UpArrow will cycle through previous commands
Ctrl-UpArrow will search previous commands

Tab will complete function names and list the arguments
Ctrl-1 will move the cursor to the Editor




RSTUDIO—KEYBOARD SHORTCUTS Basic R
These will become very useful! library(rattle) # Load the weather dataset.
head (weather) # First 6 observations of the dataset.
e Editor: i . ## Date Location MinTemp MaxTemp Rainfall Evapora...
o Ctrl-Enter will send the line of code to the R console ## 1 2007-11-01 Canberra 8.0 24.3 0.0
o Ctrl-2 will move the cursor to the Console ## 2 2007-11-02 Canberra 14.0 26.9 3.6
## 3 2007-11-03 Canberra IS 23.4 3.6
o Console:
o UpArrow will cycle through previous commands str(weather) # Struncture of the variables in the dataset.
o Ctrl-UpArrow will search previous commands
o Tab will complete function names and list the arguments ## 'data.frame': 366 obs. of 24 variables:
o Ctrl-1 will move the cursor to the Editor ## $ Date : Date, format: "2007-11-01" "2007-11-...
## ¢ Location : Factor w/ 46 levels "Adelaide","Alba...
## $ MinTemp : num 8 14 13.7 13.3 7.6 6.2 6.1 8.3 ...
Your turn: try them out.
© &
N T TSV 351 R CoMpanDs 1 T YT V150 LISING DATA
Basic R VISUAL SUMMARIES—ADD A LITTLE COLOUR

qplot (Humidity3pm, Pressure3pm, colour=RainTomorrow, data=ds)
summary(weather) # Univariate summary of the variables.

## Date Location MinTemp
## Min. :2007-11-01  Canberra :366  Min. :=5.30
## 1st Qu.:2008-01-31 Adelaide 0 1st Qu.: 2.30 500
## Median :2008-05-01  Albany 0 Median : 7.45 000 1025 -
## Mean :2008-05-01  Albury : 0 Mean 8 T2
## 3rd Qu.:2008-07-31 AliceSprings : O 3rd Qu.:12.50
## Max. :2008-10-31 BadgerysCreek: 0 Max. :20.90 & RalnTomorrow
#t (Other) : 0 gioe- Sl o
## Rainfall Evaporation Sunshine WindGust. .. &
## Min. : 0.00 Min. : 0.20 Min. : 0.00 NW 3
## 1st Qu.: 0.00 1st Qu.: 2.20 1st Qu.: 5.95 NNW 8 coo
## Median : 0.00 Median : 4.20 Median : 8.60 E 8 ooo 1005
## Mean : 1.43 Mean : 4.52 Mean s 7.91 WNW 3
## 3rd Qu.: 0.20 3rd Qu.: 6.40 3rd Qu.:10.50 ENE
- Hu?;udnySpm ” oo
VISUAL SUMMARIES—CAREFUL WITH CATEGORICS VISUAL SUMMARIES—ADD A LITTLE JITTER
gplot (WindGustDir, Pressure3pm, data=ds) gplot (WindGustDir, Pressure3pm, data=ds, geom= )
o i
£ I £
2 i 2 #
TTON e ne el £ el seosee S sow sWowsw W whw W AW N © N NNE NE ENE £ ESE SE W / NNW NA ()




VISUAL SUMMARIES—AND SOME COLOUR

gplot (WindGustDir, Pressure3pm, data=ds, colour=WindGustDir, geom= )

Pressure3pm

N NNE NE ENE E ESE

W SW WSW W WNW NW NNW NA

WindGustDir

OVERVIEW

O KNITTING

SETUP KNITR

We wish to use KnitR rather than the older Sweave processor

In RStudio we can configure the options to use knitr:

[

Select Tools—Options

Choose the Sweave group

Choose knitr for Weave Rnw files using:

The remaining defaults should be okay

Click Apply and thenOK

a2

GETTING HELP—PRECEDE COMMAND WITH

« ~/projectsjonepager - Rstudio

ile Edit Code View Plots session Project Build Tools Help

MR- 2B~ N -] & onepager ~
) untited ) Workspace | Mistory Buld =]
) O sowceonsave 5 Source - 4 [ import Dataset~
1 library(rattle) # Provide
2 library(ggplot2) #
3
4 Gplot(HinTenp, HaxTenp, data-weather
10 oo Rsaipt
= O e Pt padages Heb =0
> >0
R version 3.0.1 (2013-65-16) - "Good Spor o
Copyright (C) 2013 The R Foundation for Shatistical Computing C
Platforn: x86_64-pc-linux-gnu (64-bit) aplot {ggpiot2) R Documentation
R s free softuare and cones with ABSOLUTELY NO WARRANTY.
You are welcone to redistribute it under certain conditions. i
Type. license(' or ‘licence()' for Gistribution details. Quick plot
Natural Language support but rumning in an English locale Description
R is a collaborative project with nany contributors. apLot Is the basic plotting function I the ggpiot2 package,
Tie Icontributors() ! for more nfornation and designed o b famiar I oute usad 10 Lot rom thobase
Teltation()' on how to cite R or R packages n pblications. Peckag. Wi & comarion wapporfor cosing  remer of et
. ypos of plots using a consistet callng scheme. Seo
Type "deno()" for some denos, "help()’ for on-Line help, or
*help.start()' for an HTHL browser interface to help. w‘”‘”’""w'”"""
e e L0t2 book which descrioes the usage of qp_ot I detal
> Uibrary(ggplot2) # Provides the aplot() function Usage
> 2gplot

[SESEEll OuRr FirsT KNITR DOCUMENT

CREATE A KNITR DOCUMENT: NEW—R SWEAVE

© ~/projects/onepager - Rstudio

File Edit Code View Plots Session Project Build Tools Help
-8B B cncpager-

0 untitiedi® x| €] untitiedz® 0 Workspace | History  Buid
B % Q wifomats T Compile POF HRn | 53| @ Cksr | < | 2import Dataset- &
\docunentclass(article,

\begin{docunent

1
2
3
4
s
6
7
8

\end{docunent’

41 @ (Top Leve) = Rweave =

e - | Fles Plots Padages Help =0
Qi NewFolder @ Delete . Rename (¥ More~

R version 3.0.1 (2013-05-16) -~ "Good

£ Home  projects  onepager
Copyright (C) 2013 The R Fn\mdat\nn for Seattstical computing LI =

Platforn: x86_64-pc-Linux-gnu (64- ~ Name size. Modified j
R s free softuare and cones with ABSOLUTELY NO WARRANTY.
o1 Rhis ep29, 201
You are welcone to redistribute it under certain conditions. O & Rhitory O2KE - sep2d, 2013, 54PN
Type 'license()' or 'licence()' for distribution details. O € AnimationsRnw 9.5KB Aug 2,2013,6:17 AM
) archive
Natural language support but running in an English locale o
O ) ARdlestRow 18268 Awg2,2013,647 AM
R is a collaborative project with nany contributors. O & o
Type 'contributors()' for more information and Oe
'citation()' on how to cite R or R packages in publications. ] BasicRRow 1ok Aug2,2013,6:17 AM
O 1 sigpatabib SIKB  Aug12,2013,6:34AM
Type 'deno()’ for some denos, 'help()’ for on-line help, or 020K .
'help.start()" for an HTML browser interface to help. o 1 Bigatao. 36K8 Aug 12,2013, 6:39 AM
Tyve 90)" o auit R O = sigoataosbl 15K8 Ag12,2013,629 AM
O sigoataosly 1268 Aug12,2013,629 AM
O ) sigoataolog 392KB  Aug 12,2013,659 AM
O ) sigoataoout 888bytes  Aug 12,2013, 639 AM
O = sigdata0pd 1965KB  Aug12,2013,639 AM
Bl il B

LSS Our FirsT KNITR DOCUMENT

SIMPLE KNITR DOCUMENT

Insert the following into your new KnitR document:

\title{Sample KnitR Document}
\author{Graham Williams}
\maketitle

\section*{My First Section}
This is some text that is automatically typeset

by the LaTeX processor to produce well formatted
quality output as PDF.




LT  Our FirsT KNITR DOCUMENT

SIMPLE KNITR DOCUMENT
Insert the following into your new KnitR document:

\title{Sample KnitR Document}
\author{Graham Williams}
\maketitle

\section*{My First Section}

This is some text that is automatically typeset
by the LaTeX processor to produce well formatted
quality output as PDF.

Your turn—Click Compile PDF to view the result.
©

(STl OuR FirsT KNITR DOCUMENT

SIMPLE KNITR DOCUMENT—RESULTING PDF

Result of Compile PDF

©22

KNITR: ADD R COMMANDS

R code can be used to generate results into the document:

<<echo=FALSE, message=FALSE>>=
library(rattle) # Provides the weather dataset
library(ggplot2) # Provides the gplot() function

ds <- weather
gplot (MinTemp, MaxTemp, data=ds)
Q

Your turn—Click Compile PDF to view the result.

a2

I ST EIe O Finst KNITR DOCUMENT
SIMPLE KNITR DOCUMENT

o ~/projectsfonepager - Rstudio
File Edit Code View Plots Session Project Build Tools Help
oo @  oneonger~

) Untitedt L1 Worlsoace  Mistory  Bud

amn os @ ocwnsr | 2 B omporosmes S
5]

Sanple KnttR Document]
Grshan Willtans

anatically typeset by the LaTex o
ot vty et e

S vertos

- se);
opts kniSeet(cor A e S R
Voo reated pockape ket
O &) Rhistory 82K8 Sep 29,2013, 5:54 PM.
peocessing file: sarple b S e emam e
I T s 92,2013,
ordinary text without R code O ) archive

O € AvvlestRow 182K8 Aug2,2003, 617 AM
output file: sanple.tex

(1] “sanote. tex”

Runntng pdflatex on sanple.tex. . conpleted

Created 7OF: ~Jprojects/onepager sanple.pdf

[
O € sgosorn 0.1K8  Avg 14,2013, 75250 |3

22

INCLUDING R COMMANDS IN KNITR.
KNITR: ADD R COMMANDS

R code can be used to generate results into the document:

<<echo=FALSE, message=FALSE>>=
library(rattle) # Provides the weather dataset
library(ggplot2) # Provides the gplot() function

ds <- weather
gplot (MinTemp, MaxTemp, data=ds)
@

22

LSSERIINE [NCLUDING R CoMMANDS IN KNITR

KNITR DOCUMENT WITH R CODE

« ~/projectsjonepager - Rstudio
File Edit Code View Plots Session Project Build Tools Help
oler ]

] Unttedr 1| Workspace | Mistory  Buid =0

e T compiepoF srn vs @ower | 20 rmpotumes S

Iomis s o ot hat 15 utomciatly st
12 by the L
5ty ey

i ’J
16 Vibrary(rattle) # Provides .
17 Ubrary(ggolot2 i
1
19 ds < weather
20 qplot(HinTenp, HaxTenp, data-ds
2
i}

A6 e Rsweave

Tose ikensetr” o icence()” fo skr hution dotatls.

Natural Tangusge support but running tn an English locale
1 3 collaoratlve project with many cotrthutors
Type “contributors()" for nore information and

R attontyon v ko chte ror & pocksoes tn pblcattons.
T o) for som v, IS0 for oL by, o
Ihelo;start()” for an AL brouser nterface to

Type 90)" to quit R.

02



[STERANEl [NCLUDING R COMMANDS IN KNITR

SIMPLE KNITR DOCUMENT—RESULTING PDF wWITH
PLor

Result of Compile PDF

oo T Juorn EYH sne -

@eLe)

KNITR BAsIcs

echo=FALSE
eval=TRUE

# Do not display the R code
# Evaluate the R code

results="hide" # Hide the results of the R commands

fig.width=10
fig.height=8

# Extend figure width from 7 to 10 inches
# Extend figure height from 7 to 8 inches

out.width="0.8\\textwidth" # Fit figure 80% page width
out.height="0.5\\textheight" # Fit figure 507, page height

Plus an extensive collection of other options.

©22

PUBLISHING RESEARCH THROUGH R

CASE STUDY — ENSEMBLES IN R

Major advances in Data Mining

a2

[STERANEl BAsICs CHEAT SHEET

LATEX BASICS

\subsection*{...} % Introduce a Sub Section

\subsubsection*{...} % Introduce a Sub Sub Section

\textbf{...}
\textit{...}

% Bold font
% Italic font
\begin{itemize} % A bullet list
\item ...
\item ...
\end{itemize}

Plus an extensive collection of other markup and capabilities.

22

DISSEMINATE RESEARCH IN R — ENSEMBLES AND WSRF

TUTORIAL OVERVIEW

@ DISSEMINATE RESEARCH IN R — ENSEMBLES AND WSRF

22

PUBLISHING RESEARCH THROUGH R

CASE STUDY — ENSEMBLES IN R

Major advances in Data Mining

@ The best off-the-shelf technology
includes random forests, boosting and
support vector machines?

02



PUBLISHING RESEARCH THROUGH R

CASE STUDY — ENSEMBLES IN R

Major advances in Data Mining

@ The best off-the-shelf technology
includes random forests, boosting and
support vector machines?

@ Available for investigation now
through open source solutions, with
closed source tools catching up.

@eLe)

PUBLISHING RESEARCH THROUGH R

RANDOM FORESTS ALGORITHM

o Build many decision trees (e.g., 500).

o For each tree:
o Select a random subset of the training set (N);
o Choose different subsets of features for each node of the
decision tree (m << M);
o Build the tree without pruning (i.e., overfit)

o Classify a new entity using every decision tree:

o Each tree “votes” for the entity.
o The decision with the largest number of votes wins!
o The proportion of votes is the resulting score.

©22

PUBLISHING RESEARCH THROUGH R

DATASETS

| Name || # Features | # Train Set | # Test Set | # Classes

Mnist 780 60,000 10,000 2

Tis 927 5200 6875 2

Fbis 2000 1711 752 17

Rel 3758 1147 510 25

Gisette 5000 5000 1000 2
Newsgroups 5000 11,268 7504 20
Wap 8460 1104 456 20

La2s 12,432 1855 845 6

Lals 13,195 1963 887 6

(From ional Journal of Data ing and Mining 2012)

PUBLISHING RESEARCH THROUGH R

INTRODUCING RANDOM FORESTS

Research with Shenzhen Institutes of Advanced Technology,
Chinese Academy of Sciences

Random forests are a popular classification method building an
ensemble of a single type of decision tree.

o It is unsurpassed in accuracy among current algorithms.

Algorithmically intuitive and simple.

It is used widely in numerous research domains including
bioinformatics, image classification, text classification.

22

PUBLISHING RESEARCH THROUGH R

USING WEIGHTED VARIABLE SUBSPACES

@ Performance of a random forest is improved by

o Strengthening each tree
o Reducing correlation between each tree

o Problem of large number of variables:
o Random selection means too many irrelevant variables

o Introduce the concept of weighted subspace random forests
o Bias the selection of variables toward most important variables

22

PUBLISHING RESEARCH THROUGH R

COMPARISON OF STRENGTH VS FEATURES

(From International Journal of Data Warehousing and Mining 2012) @. CramEn



PUBLISHING RESEARCH THROUGH R

PUBLISHING RESEARCH THROUGH R

COMPARISON OF CORRELATION VS FEATURES c/s? vs FEATURES

Camsston

[e—

Number offeatures

(From International Journal of Data Warehousing and Mining 2012) o (From International Journal of Data Warehousing and Mining 2012) )

PUBLISHING RESEARCH THROUGH R

PUBLISHING RESEARCH THROUGH R

ACCURACY VS FEATURES REPEATABLE AND TRANSPARENT RESEARCH

o SIAT have implemented the research as C++ code

Acsursey
Aczuacy

@ Enhanced for parallel environment - multi-core and multi-node

o At least as good as random forest but always very much quicker.
o Integrated into R using the Rcpp package of R

o Now openly available for use and peer review:

install.packages("wsrf", repos="http://rattle.togaware.com")

o Similarly wskm, wsrpart, eqrf.

e Will be published to CRAN shortly.

o Publish-by-Example — use wsrf as template
o C, C++, Fortran, Java (RWeka)

Accurscy

(From International Journal of Data Warehousing and Mining 2012) @' ComET) @ )

USING THE PACKAGE TUTORIAL OVERVIEW

@ MoOTIVATING R — A LANGUAGE FOR DATA MINING

library (wsrf) © DaTA MINING IN R — HANDS-ON RATTLE GUI

model <- wsrf(form, ds[train, vars])
pr <- predict(model, na.omit(ds[test, vars]))

© PROGRAMMING DATA IN R — SCRIPTING OUR ANALYSES

@ DISSEMINATE RESEARCH IN R — ENSEMBLES AND WSRF

a2 .00



RESOURCES AND REFERENCES THANK YOU

OnePageR: http://onepager.togaware.com — Tutorial Notes

Rattle: http://rattle.togaware.com

Guides: http://datamining.togaware.com

Practise: http://analystfirst.com Question Time

Book: Data Mining using Rattle/R
Chapter: Rattle and Other Tales
Paper: A Data Mining GUI for R — R Journal, Volume 1(2)

This document, sourced from HefeiTutorial.Rnw revision 239, was processed by KnitR version 1.2 of 2013-04-10 and took 0.1 seconds to
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